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Active Learning
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How to spend the budget?
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Example: Text Classification

Which document and how much to read?
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Example: Diagnostic Images
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Example: Diagnostic Images
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Example: Diagnostic Images

Which image and how much time to spend?
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The Problem

* Anytime active learning

— Learner interrupts the expert at anytime, ask label

 The problem:

— Which instances to pick

— How much time to spend on each




Outline

* Anytime active learning in detail
* Experimental Results
* Future Work

* Conclusion
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The Problem: Formally
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Our Approach

e Search over all possible subinstances

Models tradeoff between VOI and cost
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Results — Fixed Size Interruption

Accuracy - Movie - MNB with Fixed Subinstance Size
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Results — Anytime Active Learning

Accuracy - Movie - MNB with Adaptive Subinstance Size
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Future Work

* Incorporate label error
e Other ways to interrupt

— Structured reading
— Automatic summary

e Other domains
— e.g., vision

e User study

Anytime Active Learning
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ABSTRACT incrementally while reading the document
Many active lkeaming methods use annotation cost of expert qual-

ity as part of their framework to select the best data for annota-

tion.

We introduce a novel framework in which the active leamer has
the ability to interrupt the expert and ask his/her best guess so far.
We refer to such a framework as anytime active learning, since the
expert may be expecied 1o mtum an annotation for an instance at

Qur simulation experiments on
three document classification tasks show that some interruption is
almost always better than none, but that the optimal inkerruption
time vancs by datasct.

OF course, the downside of this ap-
proach is that it can introduce annotation error

Our active keaming framewaork thus models the tradeoff between
the cost of annotating a subinstance (a function of its size) and
the value of the (possibly incorrectly labeled) instance.

1. INTRODUCTION The subinstance with the highest value cost difference is shown
L _ to the expert for annotation.
Active learning [2] sccks to reduce the human required While previous work has considered the cast-benefit tradeoff of

1o train a classificz.  This is typically donc by opt
instances are annotated in order to maximize accuracy whik min-
imizing the total cost of annotations.

cach instance [7] as well as annotation error [3],

For example, in document classifica-
tion, the expert forms an opinion about the topic of the document
We perform experiments on three document classification tasks
o imvestigate the cffectivencss of this approach. In particular, we
provide answers to the following rescarch questions:

Summary
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Conclusion

 Introduce a new framework

— Anytime active learning
* Give active learner control over expert time
 Many future directions
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