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Output Space Sampling
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Random Maximal Itemset Sampling

- Long patterns with low support
  - E.g. microarray data, recommendation

- Simple random walk over extensions
  - Quality measure $q$
  - Approximation measure $p$
Random Walk

Current Set $R$
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Extensions $c_i \in C$

Rank $p(R \cup c_i)$
Random Walk

1. Sample

2. Prune by q

3. Rank by p
Random Walk
Spreading the Search

• Uniform Metropolis-Hastings
  - E.g. Hasan and Zaki, *Musk: Uniform sampling of k-maximal patterns* (SDM’09)

• Weight approximation score
  - Additive
  - Multiplicative
  - Adaptive
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